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Grid Research Innovation and Development Center
A constellation of facilities for grid research

Accelerate technology development to modernize the energy delivery system R&D for higher TRL (>3) advanced
solutions development for a secure and resilient energy grid future

GRID-C leverages its Manhattan Project legacy of operating a utility-scale electricity distribution system, enabling
validation of new technolog|es from the device level up to substations managing maJor loads.

TECHNOLOGY DEVELOPMENT CENTER LAB AS A TEST BED
Hardin Valley Campus Main Campus
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ORNL is working toward an autonomous grid using advanced
sensors, data, controls, protection and security
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* Evolving infrastructure-
increasing load — Increasing
generation

« Harnessing the new data from the
assets

 Asset integration time

« Controllable assets -flexibility-
understanding and operating

« Projected growth in behind the
meter assets

* Market driven transactions for
several owners

*Supply chain issues, Asset
security



Technology Overview

Vision: Develop initiatives that will leverage the investments and accomplishments of the R&D efforts supported
by OE and GDO and position the grid portfolio to align with current trends and administrative priorities for the
next 5 years.

+ Solid-state Power
Electronics/substatio
]

+ Future microgrids U n | q ue
operation spean
i Facilities

+ Advanced power
electronics solutions

» Bulk powersystem and
modeling and analysis
+ Dynamic modeling- EMT

+ Bulk grid Protection and M u It i -
Secure conirols c . s
Resilient disciplinary

Grid . - Data Strategy expe rtise

+ Data Analysis

+ Advance
Algorithms

- Cyber-physical
solutions Indust ry

. t -
Pt Partnerships
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GRID-C Artifacts

GRID-C Tours
State & Legislative

Other Community 1%
5% 3% University
\ 22%

|

National Lab
19%

Federal-Other
3%

FY 2025

12+ R&D Groups, 75+ Personnel
across four Directorates

34 Journal
Publications

20 Professional
Society Service

&S

El @ 26 Presentations
L x|

1 R&D 100
Award

53 Conference
Papers

15
Intellectual
Property

T oftware
{2 F;—o Izlztfforms
&l

6 Awards



Grid Research Innovation and Development Center

ORNL's Grid-C HVC Facility: Physical testbeds for grid emulation and component integration

Grid-C uniqueness From components to subsystems under one roof

Grid Timing and

— Distribution-scale

| . Grid Operations and Cybersecurity
Advanced power electronics Analytics Lab (GOAL) Sea gridtimin ACIC Inrastructure
tems prototypin Visualzaton and andltis for inestichueandanchss. | po feseare |
S ys e S p O O y p I g grid monitoring and situational Y3IS. Power electronics and Hardware and emulation
awareness; sensor development .4 system architectures, for grid integration of
and novel deployment. g communications, controls, distributed energy, AC/
_|  protection and optimization. DC hardware power
electronics systems, and
Second Floor RS networked microgrids.

Vehicle Systems

| ﬂTegrO Ted TeST bedS fOI’ Integration and Electric__
Drivetrain Evaluation — et

prOTeCTion' CO.nTrOIS' Ond Cyber Drivetrqinevaluaﬁonfm
phyS|CO| SeCU”Ty eVO|UO'I'|On all vehicle classes.

First Floor
J\“\
Test platforms for assessing ] oo proces
Material Labs of J development,
subsystems across range of . | /¥ manuiacturing and
Battery Recycling and Reuse ¥ 4 characterization of
p ower dn d VO | To g e | eve | S Advanced diagnostics for EV battery reuse, - J )/ power electronics
upcycling of critical materials and components. % / subsystem .
< [y components,
. e q \ / ; sensors, etc.
Battery Manufacturing Facility ) /
Open-access DOE lab researching li-ion, solid state N J
and novel batteries with materials synthesis, scale-up, Vehicle Systems
. roll-to-roll processing and device prototyping. Integration and Medium-Voltage Research
Advanced computing platforms | | Charging Grictiedsystems emulation;
. . . Test bed f f Juati beds f
for large-scale grid simulations Grid integration and simulation test bed for wiedand wieless charging,  clectronies componenteond
buildings including connected appliances, dynamic charging and subsystem hardware and controls.
power electronics and system controls. grid integration.
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https://www.ornl.gov/gridc

GRID-C Technology Focus Areas: A Bridge Over the Innovation “Valley of
Challenges”

Development of

Concept prototypes and Evaluation of the Support the LEmer e

@scale in
laboratory test
environments

Basic grid research

ideation development validation of concept utilizing the production
concepts in lab capabilities environment
simulation platforms

Advance Components Advance Converter Resource Integration & Grid Integration &
& Power Stages Systems Management Systems Demonstrations
Materials & Components, Converter, Inverter, controls and Multi-stage converters, Software Grid Integration
Intelligent power stages protection, prototypes, Diagnostics,| Platforms, Algorithms, Grid Demonstration Use Closes
Embedded Controllers prognostics, Cyber security systems Architecture & Modelling

VALLEY OF
CHALLENGES

VALLEY OF
CHALLENGES

VALLEY OF VALLEY OF
CHALLENGES CHALLENGES

NATIONAL
LABORATORIES SYSTEM

MANUFACTURERS

UTILITIES

TRL 5-7

| | TRL 3-7 TRL 4-7
e Accelerated GRID Technologies

%




Component to System Development

. Characterization PE Stage Construction

PE System

ACCEPT Platform: Rapid characterization of
semiconductors/gate drives/busbars

O Power Electronics Assembly

EMI Board DPT/
C I/1 f: .

Level Stack Pt Test Power controlfinterface | ['short O Pilot level assembly for component and

Conductive Assembly HV Curve Short Mod/Block uiators Circuit Test . . .

Measurement Test Tracer Circuit Test | | HV H3TRB gi"lj‘ffuifr‘;x subsystem integration for inverter and converter

h prototypes
lectront
n Gafte Driv ower Mod eIays AuX iring, esting Cage )
. s niofafards nAmblyt a ‘ Supply, \ Signal Test Voltage O Component and sub-system level testing and
ORNL Control Board Preumatic | .. | configuration
X Torque Tooling, esting Cage
Integrated Aux Hardware and Intelligence Tool Draws, o 2:;:;: Po_w_er igh Voltage . .

Collab Robotics, |~ —— ~— ~ ~ [ g . ol Thermal O Magnetics development and pulse testing
- ' Materials A .. ot )
: 3 : Handlers, CEE — Han Ty O Evaluate of board level metrics for drivers
| LY doSenser | EmctPrep (holes, Magneti HiPot Test Partial Chiller) )
: . BT o MY Discharge controllers, or sensors
: Rds Sensor + | and Test Bed Testing (I.))pertatiorjr .
' I uration Testing . . . .
i il (overldeor Q Automated dispensing, coating, and spraying
: Gate driver : — capabilities for board rework, cleaning, epoxy, or
I | Thermal Temp Cycle Power Cycle > I:I lkin .
i . Shock ATS Tenney Siemens E:tllrfr:;for Ch:':;:eml Conformal Coatlng
e o S SR R ?Cold option Excursions Sizing? 7'x7'x8’




Test Beds for Systems for Low/Medium Voltage Hardware

Unigque Hybrid multi-node(18) AC-DC
hybrid with ORNL developed
hardware and software

Medium voltage test bed for MV-
Inverters

Test bed for future Grid-tied Energy
storage systems evaluation, DER
interfaces and Power Electronics HUBs

Test bed of protection, controls and
cyber physical security evaluation of
future substations

Back to back 480V test bed for
asynchronous grids

7 240V/ 120V ‘ 1 MW Hybrid AC-DC 18
L1 Residential Nodes test Bed DER,
N i Energy stqrage,' _ -
o b H scale test bed ggrgmermal Buildings 13. 8 kV Medium voltage test bed
- T 17 1full scale :
reldeie] feak . Two480V, 1200 A * Medium Voltage Power Converters
- 50 home AC lines » Power flow control devices
emulation - 2KkV,600ADC




Real-Time Systems Integration Lab: RT-GEAR

Embedded Control Platform

«» Segmented control DSP board hardware

Control Hardware &
Communication network «-=

<+ Custom-built DSP code for converter control

<+ Compatible 10 ports with converter hardware

Communication Interface

Ry
&

% Modular and standardized modeling

P

Tested and validated comms

L} 1] .
EMBEDDED ) ' 0
approach - g interface Real Time H H Distribution network
% Optimal component deployment & UDP, MQTT, MODBUS, CAN simulation g ] AC Bus
__
core separatlon‘ . PLATFORM Integration of model SR 3”{: 11 iﬁ
% Automated design script converters/devices/resources e — -
S
RT Operation & Monitoring USER i i [ [ [ [
) A NTERFACE RESOURCE Resource & Device Integration = 00— - /\ —
% Customized Ul - Plug-and-play identification through ~ . ’ T@lj— ﬁ
) = —=| 00 = v
< Control & Monitor & comms T Battery T Electric ' House v
% lterative simulation RT update of integrated system Sk E ;l:»:ggye : Veticte : . ;
VISUALIZATION INTEGRATION . & g ' : : H

3

Report

Ry
-

model configuration

Integration of DERs, protection, and

Control and Optimization using Distributed Agent-based System (CODAS) distribution feeder

B EHR Bl BEH
=

lecccccccccccceccnccnccccncdeccccccccccdeccans

< Operational integration platform
% Operation & control optimization including Start-up & Shut-down optimization

« DER/Resource management & converter control modes & protection scheme

“ Autonomous transitions between on/off grid modes

/ Test / Validation

Shared Information
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=
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Real-Time Systems Integration Lab: RT-GEAR

« Multi-platform integration techniques scaling for future power
system validation platforms
« 6 Simulators + 32 Controllers

M|crogr|d 1 OPAL-RT 2 (PE Models)

A

Seee  RESOURCE RACK ammall PROTECTION

RESOURCE RACK

Photovoltaic System 1

IS ,:%’%3 % L l
)
2

Energy Storage System 1

Y o~ s i L N :
o O bl (]

e £l Load 2
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| >
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g o o4 4 :
I ® | omom
] [ i K K N
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P 1 -@-E—@--@—I—I—E“ 9.

100kW

I
b aa i ! EEEE GES % €% BT 4
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100kwW

Raspberry Pi Bitscope or Resource Integration
Controllers (RIC)

OPAL-RT 1 (PE Models)

Photovoltaic System 2
Ene; e System 2 |

O
Microgrid 2 J

Typhoon 4 (Protection Models)

¥,0AK RIDGE Controller Hardware in the Loop Expansion

Typhoon 2 (PE Models)




Lab as a test bed : ORNL Main Campus
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Feeder Network for R&D Demonstration on ORNL Campus
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Grid Edge Node Demonstration on ORNL Campus

Energy Storage
(500V to 665V, 30kW,144kWhr)
P Regulation 900 Vdc

PV (6.97kW, 12s2p)
String specs
(Isc:8.43A, Voc:535.2V)
Hanwha (HSL72 280W)
MPPT

Physically connected to ORNL electrical networks:

* Hub/Node is connected to AC Panel in 3114 and exposed
to voltage/current from electric grid (harmonics &
transients)

« 37114 Facility is fed by transformer (behind the building)

ANTI-ISLANDING

SWITCH
CENTRAL CONTROLLER

communications

RIC

GRID AND
BUILDING

PEC
| LOADS

|
Uoogopog

BUILDING LOADS

@480V from a 2.4kV feeder line

« 3000 Substation contains switchgear and transformers
(2.4kV / 13.8kV) fed from ORNL distribution network

@13.8KkV

« Main campus substation contains switchgear and
transformers (13.8kV / 161kV) fed from TVA transmission

@167kV.
%OAK RIDGE
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Grid-tied inverter Vdc Regulation
(900VDC to 277VLN, 30kW)

Building Loads — 480VLL
Forecasting

13.8kV/.
3000 Substation
(Near 3147)

2.4kV Line

2.4kv/480v
Transformer
(Behind 3114)

480V Line

480V Power
PANEL PP3
(Inside 3114)
480V/480V
ISOLATION
TRANSFORMER
(Inside 3114)
ORNL
AC/DC
L, ‘ Converter
— 8 (Inside 3114)
100VDC BUS { il
INTERCONNECT Y
BOX
(Inside 3114)
900vDC
A i |
DC/DC - | ‘ A¢/DC
COIYVERTER 'El —_— = DC/DC | CONVERTER
(Inside 3114) B — — . CONVERTER (Inside 3114)
; (Inside 3114) =1l

480V Power
PANEL PP2
(Inside 3114)

Viridi Li-ion ES )ftop PV
30kW/150kWh (3114)
(3114)




Autonomous Grid Node Demonstration S

[va

T 7

i1 | T

- Es test |
Disconnect

Power
analyzer

Central Central
Controller Monitoring
display = display

converter
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PCAT: PowerlLine Conductor Accelerated Testing Facility

o _.— Northeast

“A

1
Double-circuit conductor ot ZINY
T 7 \QE?;EZ:-. IL'..\'
southwest | gt // J / \H g:;;:'
Power supply trailer — N
Y !!IfI oo
Structure #1
Vs st Layout
[ et PCAT LAYOUT
Total length ~1300 ft.
rane: P‘?‘;er Test conductors
fomer  supply /] i

[ )

Test Line = 1200 ft. (2-600 ft. spans)
4. Instrumentation shed

Control room

Existi ications li 1 1
o o Connection diagram
Existing 13.8-kV distribution line
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Science: Demonstrate power electronics systems, sensing,
analytics, protection and controls systems that will enable
resilient autonomous grid operations that include medium
voltage distribution, mixed AC/DC systems, and dynamic
microgrids.

BIG

SCIENCE

BIG

GOALS

Design and develop a
framework for
autonomous grid
operations with
advanced algorithms
incorporating Al, for
improving resiliency of
the electric grid.

Convene industry and
R&D agencies to
develop a roadmap for
a field-level pilot
project to propel the
United States to global
leadership in direct
current technologies.

Develop technologies
that can rapidly and
significantly increase
electric grid capacity
to support American
energy dominance.




ORNL is supporting DOE's PACE Consortium

Platform for partner research institutions, utilities, and industry manufacturers

[ Integration

[ Reliability _
Overcoming
these barriers
[ Supply Chain ] will lead to:
Security
and resiliency

New markets and
domestic
manufacturing
opportunities

%OAK RIDGE

National Laboratory

Accelerated power electronics technologies

Component Sub Systems Systems Field
R&D R&D R&D Validation
Materials and Power stages Auxiliary systems, Pilot demo
components, and sub-system software platforms, use case

embedded controllers prototypes algorithms, system

prototypes

Valley of
challenges

Valley of
challenges

Valley of
challenges

Component National Laboratories

manufacturers manufacturers

Utilities

TRL2 -7 TRL3 -7 TRL4 -7 TRL5 -7




Technology Metrics and Targets 2020-2040

Hardware Software and Intelligent PE Systems Grid Integration

10 15 20
Time (Years)

10 15 20
Time (Years)

10 15 20
Time (Years)

COST/AFFORDABILITY RELIABILITY INTEGRATION

%OAK RIDGE
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Grid Node with Real Time Decision Making Capability — Field Pilot

Demonstratlon @Southern Company
' i aP

Q00000
AnEunnEN

BUILDING

communications

RESOURCE INTEGRATION CONTROLLER

INTERFACE

MQIT

/ \
RESOURCE CONVERTER

INTELLIGENCE

Delete, Set
CONTROL

ESTIMATE, DATA ‘
GET
Higher Order
Controller Interface Ger
{marTy PARAMETERS,
DELETE, SET Delere, et
CONTROL MODEL

SUBSCRIBE
CONTROL
—_

l (:.‘r ants it

RECEIVE
, (E_E/W_\(’EA RAMETERS Ger Save
/f oy DATA, PARAMETERS, MODEL
( cLoup 'ﬁ . MODEL
7~ WORK HORSE")./ Analytics
A
- _*
—" SEND Message Delete, Set
REQ#, APPROACH, DATA, Que System ESTIMATE
CONTROL,
Save

Retrieve
DAT A CONTRO Ly

Dashboard

SUBSCRIBE
Historian SPATC DATA, DATA; CONTROL
[saLiteor
InfluxDB) Save
[LEE Bl DATA, DATA;, CONTROL

Sod’rhem Company R&D

°
‘o- IR , L,nergg Research Facility
'y ‘ 29ce‘nﬂg viewed

SUBSCRIBE
DATA, DATA; CONTROL

HUB CONTROLLER

:
:

Rooftop Solar and Building Load

AC/ Conve
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Networked Microgrid Demonstration with EPB

%

OAK RIDGE

National Laboratory

Deployment

4 ¢ Utility Integration and Deployment of 6 x Battery

Schematic

Systems at 2 x Sites Supporting 6 x Feeders and
[] Interconnections
SID201 == GLA203 . _
-3 L
%—-% |:| |:| |:| |:| 1.92MW/3.85MWh N %—E |:| |:| D |:| 1.92MW/3.85MWh
%-E |:| |:| I:I I:I 1.92MW/3.85MWh %_% |:| D D I:I 1.92MW/3.85MWh
%—-% |:| |:| |:| |:| 1.92MW/3.85MWh %_% 0000 1.92MW/3.85MWh
-%—-E |:| |:| |:| D 1.92MW/3.85MWh % g D |:| |:| |:| 1.92MW/3.85MWh
| EPB Substation
\ % V RN | 2o ssmwn
|§ % V‘._ I:l |:| |:| 1.92MW/3.85MWh
G) L % V‘-_ I:l |:| |:| 1.92MW/3.85MWh
-g— V |:| |:| |:| |:| 1.92MW/3.85MWh




Integrated Grid Systems Data Center as a Grid Asset - Edge to Hyperscalers

®

Objectives

Aligning DOE

Challenges Metrics

*  Engaging stakeholders

«  Power and energy +  Lack of data and *  30% loss reduction
Infrastructure benchmarked «  Developing a white paper
architectures performance metrics + 20 % reduction in cost
+ Internal stakeholders are
*  Energy affordability and *  Suppliers resistance to I very interested and
Energy modeling changes engaged to support
I

«  Grid modeling with focus
on EMT simulations

*  Advanced long duration
storage technologies

Advantages of DC Power Data Centers
Backup Generator

Cost Savings

3 Advanced Thermal DG power lowers operational
_ i MV Converter
Technologies ; ;
o N ‘ R Battery
l — Energy Efficiency ' i ¢ | Switchgear

DC systems reduce
energy loss

Scalability /
DC systems easily adapt
.

to growth

Compatibility with //. ‘-
Renewable Energy N
Sources e
DC power integrates \
well with renewables

Enhanced Reliability Simplified
Infrastructure

Reduced Cooling
Requirements

DC power generates
less heat

DC power ensures stable
operstions DC setups require fewer
components



Integrated Grid Systems : MVDC Technologies for a Reliable and Resilient Grid

@

Objectives

+  MVDC power delivery
systems at distribution
scale

*«  MVDC based large load
power infrastructure
distribution- DC
microgrids

e MVDCand LVDC
interfaces for seamless
integration of sources
and loads

ac
12.47kV

Challenges

Lack of DC protection
devices

Need advance controls
and reliable PE systems

laa, ——— OHL-1

+12 kV

M1 |
OHL-2 a2
dcB5 |—/ =

Metrics

Solid state breakers < 50
us

98% peak efficiency

B1 - B7
L |dc_, 5 miles |dci, |dc_, 5 miles C N
==Co,Mmmc 0,5P-DAB T
rElle Ranp R )
Terminal-1 Vaa Vie  i—n2| | Terminal-2
(MMC)
T — ———— -12kV | e ’ T
dcB2 dcB4 dcB8 dcB6
5 MW |
-3 < dc3
dcB11 dcB9
= M2
Cosp-DAB=F
Qe
3 =
> Ranp
dcB12 dcB10 M2

(CHB+DAB)

Terminal-3

DOE funding the initial
scope

Utilities like southern
interested for pilot

Industry interested in
partnering

|dentified testbeds a
challenge



Integrated Grid Systems: Transformers Eco System R&D

®

Objectives

. Novel materials for
GOES LPT

«  Advanced high
frequency isolation
cores for distribution
scale transformers

*  Coreless transformers
for grid edge
infrastructure

*  Remanufacturing of
GOES transformer cores
for secondary use of
materials

Challenges

Lack of manufacturing
process for new
concepts

Reliability and standards

Scaling of alternate
alloys

[ Planer flow casting

| =

[

Core winding, cutting,
stacking and annealing

[

Epoxy coating

Metrics

+  95% efficiency at light
loads and standby

+  30S/KVA
L

High efficiency Amorphous transformer

Portfolio of projects funded
by OE and CESER

US manufacturers
identified for
partnership

High risk and high
reward for supply chain
issues



Energy Storage Technologies

A 2 J
Objectives Challenges Metrics
+  Solid state battery BOS system architecture *  4-8hrsof operation Solid state battery
technologies
«  Sodium ion technology Long duration tech reliability « <200 S/kwhr

Data HUB continues to grow
areas

. 400 Wh/L and high power

*  Flow batteries density Storage based analytics and
technologies-including opportunity
advance systems e I .
Pilot demos

. Zinc-ion

I Cells to Systems : A Unified Platform for Next Decade of Energy Systems

safety reliability lifetime

$) @ €3

$50:200at Systan 2 Lomaied, NonHaman Uptime >90% Avg.>15y

Maintainenece and Service

Module | : Materials to Devices Module Il : Devices to Systems

Power Conditioning Demonstration and
Deployment

System

Goals

Materials

architecture, software &
algorithms

=
(]
=
5
o E
e 2
T
i
L
=
et
=)

Li-ion Batteries

|:| Na-ion Batteries

Beyond Li-ion Batteries

E
=
2]
<}
=
L0
Q
(&)

O -
Distributed and Diverse
Energy Storage

Universal Power
Control Modes

% B

TRL: 2-8 | MRL: 2-6 TRL: 6-8 | MRL: 4-8 TRL: 4-8| MRL: 4-9 TRL: 3-8 | MRL: 4-9 TRL: 68|



Grid Analytics

®

A 2
Objectives )
USE Sector Data Strat Metrlcs
. nergy Sector Data Strategy .« ORNLis behind -
Open Data Portal (Data catalog anal tilcss ceorlrr:pe:ped to . Autonqmous grid Utilities continue to support
solution) with data governance anaty operation level 2 the DATA
for Energy sector: LS
2. Enerqy Sector Data spaces - 2 Toomany projects . Devleltqp C;RNL s g Data strategy will be a priority
Federated interoperable and siloed and no co-herent anaiytics frarneworx an and well funded
efficient data sharing vision 1.0 version of GRASP Al based arid ;
platforms with data ased grid operations
governance |
b. Interoperability Initiatives - ] . .
Distribution Grid Modeling Grid Resource Algorithm Synthesis Platform
Publication, Green Button
Initiatives, ODIN GRASP - Grid Resource Analysis and Strategy Planning Front-End Architecture Overview

c¢. Privacy Enhancing
Technologies and Al
foundational models for the
grid

LRI

» Advance Algorithms and Al
Applications for Grid: l e &b 0 s
a. Grid Planning and Optimization I Aus LN O | BRES:
b. Grid Operations: Autonomous [ Y4 :
Grid Operations: operator
assistance

c. Reliability and Resilience:
forecasting, detection and
maintenance

d. Generative Al models for
decision support and predictive
planning in power systems

p\a“n\ﬂg

- A - ce
p\ann\“g g‘.‘ d desian gr'\d ma\n\eﬂa“

energdy grid

lllustration of the desired front-end architecture, ensuring seamless interaction among all grid phase (interfaces)



Grid Modeling

@ -
Objectives Challenges Metrics
*  NAERM-Bulk grid and Need more technical EMT roadmap developed OE has funded the initial
interdependency expertise and workforce to - ; ; roadmap
analysis support this efforts Unified EMT simulation :
_ , framework design and initial Industry has been aligned
e EMT Developing skill set to : | q and ready to support
a. Develop US-based EMT establish the initial Version release
simulation software. development of the tools
b. Grid components and I
systems models
S8 SRS ——

c. New solvers and
compute platforms for
complex large scale

simulations Scalable Unified EMT Simulation Initiative [EMT Initiative]:
development RE-INTEGRATE

d. Demonstration and
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Technical Collaborations Program Grid-C

Program Intent

Provide open, affordable and convenient
access to national lab infrastructure, hosted
resources, tools, and expertise to facilitate rapid
development and adoption of new energy efficient
technologies.

Collaborate with industry through cost shared
projects to investigate, improve, and scale
process methodologies
* toreduce the risk and accelerate the
development and deployment of innovative
energy efficient grid technologies
* de-risk adoption of new energy efficient
technologies

Creation and preservation of domestic
ecosystem and creation of jobs is a primary goal

Stakeholder
Engagement

National Future
Priorities Workforce

Industry
Collaborations

Approach & Technology Focus

Collaborate with industry to investigate, improve, develop, and deploy
innovative integrated and resilient grid resources for further intelligent
electrification at the grid interfaces. The primary focus of this
announcement is to target projects that willimpact the following technical
areas:

Development

. Technology B
Evaluation e ® =
=
. -V, » Sl: f

* Protection and Advanced Transformers

¢ Grid system architectures

* Grid modelling and fransient analysis

* Demonsiration of integrated systems,
distributed energy resources, and
advanced power electronics

* Materials, components, and enabling
technologies
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